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Leipzig, Härtelstraße 16-18, D-04107 Leipzig, Germany
4Max Planck Institute for Mathematics in the Sciences, Inselstraße 22, D-04103 Leipzig, Germany
5Santa Fe Institute, 1399 Hyde Park Rd., Santa Fe, NM 87501, USA

ABSTRACT

Thermodynamic folding algorithms and structure probing
experiments are commonly used to determine the
secondary structure of RNAs. Here we propose a
formal framework to reconcile information from both
prediction algorithms and probing experiments. The
thermodynamic energy parameters are adjusted using
“pseudo-energies” to minimize the discrepancy between
prediction and experiment. Our framework differs from
related approaches that used pseudo-energies in several
key aspects. (i) The energy model is only changed when
necessary and no adjustments are made if prediction
and experiment are consistent (ii) Pseudo-energies remain
biophysically interpretable and hold positional information
where experiment and model disagree (iii) The whole
thermodynamic ensemble of structures is considered thus
allowing to reconstruct mixtures of suboptimal structures
from seemingly contradicting data. (iv) The noise of
the energy model and the experimental data is explicitly
modeled leading to an intuitive weighting factor through
which the problem can be seen as folding with “soft”
constraints of different strength. We present an efficient
algorithm to iteratively calculate pseudo-energies within
this framework and demonstrate how this approach can
be used in combination with SHAPE chemical probing
data to improve secondary structure prediction. We
further demonstrate that the pseudo-energies correlate with
biophysical effects that are known to affect RNA folding
such as chemical nucleotide modifications and protein
binding.

∗To whom correspondence should be addressed. Tel: +1-617 2536284; Fax: +1-617-253-6652; Email: wash@mit.edu

INTRODUCTION

RNAs fulfill a large number of diverse biological functions
in the cell (1). This wide functional spectrum of RNAs is
made possible by the structural diversity of these highly
flexible molecules. Studying the structure of a novel RNA
thus is often the first step towards elucidating a possible
biological function. Resolving the complete tertiary structure
is a complex undertaking, however, so it is usually the
secondary structure that is analyzed first. In a typical
probing experiment, the RNA is enzymatically digested or
chemically modified in a manner that is specific for structural
context (2, 3). These experiments typically reveal which
nucleotides are contained within a double stranded helix and
which nucleotides form unpaired loops. In addition, solvent
accessibility or local flexibility can be assessed, see (4) for
a recent review. Structure probing experiments have been
routinely used for many years. More recently, high-throughput
methods have been introduced (5, 6, 7, 8) and next generation
sequencing techniques have made it possible to perform
probing experiments even on a genome-wide scale (9, 10).

All these experiments, however, only report partial
information on the structure and even a perfect experiment
does not reveal the actual base pairing patterns (11).
Therefore, the results of probing experiments need to be
combined with computational predictions. Most commonly,
programs such asmfold (12), RNAstructure (13),
or RNAfold (14) are employed that predict secondary
structures by minimizing free energy. They are based on
an empirical energy model (15), which is based on a very
large set of thermodynamic measurements on small RNA
oligonucleotides. In the simplest case, the predicted structure
is manually adjusted to fit the measured constraints. To
automatize this process, prediction programs allow the user to
restrict the search space to only consider structures compatible
with certain constraints observed in the probing data.

An alternative method is to include information from
experiments as “pseudo-energies” in the energy model. This
approach was introduced by Matthewset al. (16, 17) and
is implemented in the programRNAstructure (13). On
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chemical probing data generated by selective 2’-hydroxyl
acylation analyzed by primer extension (SHAPE) (5) it
showed nearly perfect results onE. coli 16s rRNA (17) and
it was successfully used to predict structure models for the
complete HIV genome (18).

In this paper, we expand on the idea of incorporating
experimental data as pseudo-energies into energy-based
folding algorithms. Instead of addingad hocmodifications
to the minimum free energy calculation, we propose a
formal method to reconcile experimental information with
the theoretical prediction in the partition function over
all possible structures. The partition function describesthe
entire ensemble of secondary structures in thermodynamic
equilibrium and allows to calculate an intuitive matrix of
base-pairing probabilities (19).

Our approach is based on the assumption that both
experimental measurements and the thermodynamic energy
parameters are imperfect, noisy approximations of the
physical reality. In this setting it becomes natural to ask
for a perturbation vector that minimizes a weighted sum of
perturbation energies and discrepancies between measured
and predicted base pairing probabilities. In the simplest case,
this can be written as a least square approximation problem of
the form

F (~ǫ)=
∑

µ

ǫ2µ
τ2
µ

+

n
∑

i=1

1

σ2
i

(pi(~ǫ)−qi)
2→min (1)

Here, ~ǫ is the perturbationvector and ǫµ the perturbation
energy addedfor some structural elementµ. pi(~ǫ) and qi

arethe predictedandmeasuredbasepairingprobabilitiesfor
positioni, respectively.Theestimatedvariancesτ2

µ andσ2
i of

energyparametersand measurements,respectively,serveas
weighting factors. This optimization problem can be viewed
as energy directed folding with soft constraints replacingthe
hard combinatorial constraints used before.

We show here (i) that the pseudo-energies~ǫ can be
efficiently calculated by an iterative algorithm, (ii) thatthe
approach combined with SHAPE data leads to improved
secondary structure predictions (iii) that the algorithm
also can successfully handle cases of RNAs with several
alternative structures, and (iv) that the pseudo-energies
have an interpretable meaning and indicate positions where
experimental data and the thermodynamic energy model
disagree.

MATERIALS AND METHODS

Minimization of the objective function using gradient
descent

The objectivefunction in eq. 1 and the motivationbehindit
is explainedin moredetail under“Rationale” in the Results
section.Here,we showhow to efficiently find the minimum
of this function.

The minimum of the objective function, eq.1, satisfies
∂F/∂ǫµ=0 for all parameters, i.e.,

ǫµ =−τ2
µ

n
∑

i=1

1

σ2
i

(pi(~ǫ)−qi)
∂pi

∂ǫµ
(~ǫ) (2)

Numerically, this can be solved by iteratively minimizingF .
We use a gradient descent iteration of the form

ǫ′µ =ǫµ−a
∂F

∂ǫµ

=

(

1−
2at

τ2
µ

)

ǫµ−2a

n
∑

i=1

1

σ2
i

(pi(~ǫ)−qi)
∂pi

∂ǫµ
(~ǫ)

(3)

with a step sizea<0. We chose this approach because it only
depends on the first order derivatives ofpi with respect to
ǫµ. In the following paragraphs we show that the required
partial derivatives∂pi/∂ǫµ|~ǫ can be obtained analytically
from constrained partition functions.

Analytic calculation of the gradient

Since ǫµ denotes the energy contribution that is added to
all secondary structures that contain a particular “structural
feature”µ, we can subdivide the structure ensemble into those
structures that “haveµ”, and those that do not. This is possible
for any parameter of the standard energy model and for
any additional position-dependent term. LetZ[i](ǫµ) be the
partition function over all states with positioni unpaired in the
perturbed energy model, whileZ[i](0) is the corresponding
partition function in the reference state. Similarly,Z[µ](.)
andZ[i,µ](.) denote the partition functions over all structures
that “haveµ”, and of those that both “haveµ” and leavei
unpaired, respectively, for each of the two energy models. The
crucial observation is that the following identities hold for
these constrained partition functions:

Z[i](ǫµ)=Z[i](0)−Z[i,µ](0)+Z[i,µ](ǫµ)

Z(ǫµ)=Z(0)−Z[µ](0)+Z[µ](ǫµ)
(4)

By construction, furthermore, we have

Z[µ](ǫµ)=Z[µ](0)exp(−ǫµ/RT )

Z[i,µ](ǫµ)=Z[i,µ](0)exp(−ǫµ/RT )
(5)

Since pi(.)=Z[i](.)/Z(.) we can express the partial
derivatives in terms of restricted partition functions. Weonly
need to compute the derivates at the reference energy model
(which we take to be the energy model in each step of the
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gradient iteration).
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(6)

The probabilities of the structural patterns,p[µ], can be
obtained by McCaskill’s algorithm (19) providedµ is a base
pair (k,l), an unpaired positionj, or another feature that
appears implicitly in the dynamic programming recursions.

Implementation for position specific perturbations

Here we consider the simplest case of perturbations that add
positive or negative energy contributions to single positions.
In that case case we can replace the generic dimensionµ with
an additional index1≤j≤n, and the gradient takes the form

∂pi

∂ǫj

∣

∣

∣

∣

ǫj=0
=

1

RT
pi(0)

[

pj(0)−p[j|i](0)
]

(7)

We have extended the implementation of McCaskill’s
algorithm in the Vienna RNA package (version 2.0 beta) to
calculate the partition function of a sequence with additional
position specific energy contributions. More precisely, during
the energy evaluation step that calculates energies for different
structural elements such as stacked pairs, hairpins, interior
loops and multi-loops, we addǫj if position j is unpaired
for the particular structural element. By adding negative
(favorable) perturbation energies we enforce a position tobe
unpaired, while adding positive perturbation energies will lead
to a position be more likely to be paired.pi can then directly
be calculated from the partition function under the perturbed
energy model.

In principle, also the termp[j|i] can be easily calculated
directly from the partition function. The conditional
probability thatj is unpaired given thati is unpaired as well
can be obtained by constraining the dynamic programming
recursion to structures in whichi is unpaired. However, the
partition function algorithm scalesO(n3) in CPU time with
length n. Evaluating alln conditional probabilities renders
the whole algorithm requiringO(n4). This is too expensive
in terms of computational resource for practical applications,
however.

To overcome this problem, we estimate the termp[j|i]
by sampling structures from the thermodynamic ensemble.
We use stochastic backtracking (20) to randomly generate
structures proportional to their Boltzmann weight and
empirically determinep[j|i] from the random structures.

To get actual structure models from the base-pair
probability matrix, we used the maximum-expected accuracy
approach (21, 22) with aγ-parameter of 1.0.

Missing data, i.e. positionsi for which noqi is available, are
handled transparently by settingσ=∞ resulting in position
i being effectively being ignored in the evaluation of the
objective function (eq.1).

Analysis of SHAPE data

We used SHAPE reactivities for 23S and 16S rRNAs as
reported by Deiganet al. (17). The 23S and 16S rRNAs
were split in 6 and 4 domains, respectively, of a maximum
length of 700nts as described before (21). We did not use
domain 4 of the 16S rRNA because it was poorly covered
by the SHAPE data and mainly consisted of missing data.
As a reference structure we used the same phylogenetically
derived structure as in (17). Accuracy was measured as
Sensitivity=(number of correctly predicted base-pairs)/(total
number of known base-pairs) and the positive predictive
valuePPV= (number of correctly predicted base-pairs)/(total
number of predicted base-pairs). As a combined measure
of sensitivity and positive predictive value we also used the
Mathews correlation coefficient as described previously (23).
Deiganet al. found 16.5%and13.6%of thepositionsin the
16S and 23S rRNA, respectively,where the in vitro folded
RNA as probed by the SHAPE data is different from the
phylogeneticstructure(correspondingthe in vivo proteinized
state).Deiganet al. removedthesesitesin their benchmark,
while wekeptit for thebenchmarksreportedhere.Theoverall
accuraciesachievedin our benchmarksarethereforelower as
reportedby Deiganet al.

To use the SHAPE data with our algorithm we discretized
the reactivities by classifying them in paired and unpaired
positions using a cutoff of 0.25 (see also (11)). This cutoff
corresponds to an error rate of about 25% of positions being
incorrectly classified. We also tried a two cutoff approach
and classified all positions with SHAPE reactivities<0.1 and
>1.5 as paired and unpaired, respectively. This lowers the
error rate to about 10% at the expense of a lower coverage
of around 50%, i.e. more missing data. We did not see
any significant advantage using this approach for any of the
methods (data not shown).Furthermorewe also tried more
sophisticatedmachinelearningmethodsto classify basesas
“paired” and “unpaired” accordingto their SHAPE signal.
Essentially,we facea machinelearningproblemto parsethe
continuousSHAPEsignalasshownin SupplementaryFig.1E
into discretestates.In principle, this enablesus to consider
alsothecontextof a baseduringclassification.However,also
herewedid notfind asignificantimprovementoverthesimple
thresholdingapproach.
RNAstructure (version 5.3) was run with default values

and with parameters ofm=2.6 andb=−0.8 there were found
to be optimal on this specific data-set (17). The “Sample +
Select” strategy described in (11) was re-implemented using
RNAfold, 105 structures were sampled and the structure with
the lowest Manhattan distance to the discretized SHAPE
vector was used. The results for hard constraints were
calculated withRNAfold and the option-C.
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Availability

All source code accompanying this paper can be downloaded
here: https://github.com/wash/probing.

RESULTS

Rationale

Similar to previous approaches (16, 17) our algorithm
modifies the folding energy parameters (15), which are used in
RNAfold, mfold, andRNAstructure. In the following,
we refer to these standard parameters as the “reference energy
model” and the positive or negative pseudo-energies that
change this model as “perturbations”. Let~ǫ be a vector of
perturbations of the reference energy model. In the most
generic formulation, we consider a collection of structural
elements whose contribution to the energy model can be
perturbed. We use the indexµ to refer to one of these degrees
of freedom, which correspond to the coordinates of the vector
of perturbation energies~ǫ. Note that these degrees of freedom
need not be structural elements that correspond to parameter
of the reference energy model.

Our goal is to find a vector~ǫ that changes the standard
energy model in the light of the experimental data. Deigan
et al. (17) chose the perturbations proportional to the
experimental signal. More precisely, for each positioni they
mapped the SHAPE reactivityR(i) — the experimental signal
for being unpaired (24) — to perturbation energies using the
following relationshipa+mln[1+R(i)].

In practice, this strategy gave good results. Theoretically,
however, this approach is poorly justified; in particular, there
does not seem to be a meaningful biophysical interpretationof
the energy model. Ideally, if experiment and the energy model
agree perfectly,~ǫ should vanish. By setting~ǫ proportional to
the experimental signal, however, the exact opposite is the
case. Positions that show the highest signal in the experiment
and already are predicted with high probability are assigned
the highest perturbation energies.

Here, we regard both the experimental data and the
structure prediction based on the energy model as a noisy
approximation to the physical ground truth. Therefore, our
goal is to find a perturbation vector that minimizes the
discrepancy between the experimental measurement and
computational prediction. In particular, we seek a perturbation
vectorǫ that modifies the energy model only when necessary.

This is achieved by minimizing the total error of both
energy model and measurements. We assume that the
experimental data is given in form of a probabilistic signalas
a vectorqi of the probabilities that positioni is unpaired and
an associated varianceσ2

i . Likewise, we assume a variance
τ2
µ for the uncertainty of of the parameters of the standard

energy model. Assuming, furthermore, that individual energy
parameters as well as the measurements for each sequence
position are independent, we obtain the error function

F (~ǫ)=
∑

µ

ǫ2µ
τ2
µ

+

n
∑

i=1

1

σ2
i

(pi(~ǫ)−qi)
2

Here, pi(~ǫ) is the predictedprobability that nucleotidei is
unpaired in the energy model perturbed by~ǫ. The choice

of the quadraticerror function F (~ǫ) is the most naturalone
from a mathematicalpoint of view sinceall its termshavea
natural interpretionas variances.The minimization problem
thusevenlydistributestheresidualdeviationsbetweenenergy
parametersetandmeasureddatadependingon their intrinsic
variancesσ2

i andτ2
µ.

In principle, both the variancesσ2
i andτ2

µ can be estimated
from probing experiments and the experiments underlying
the standard energy model, respectively. However, in this
paper we will not use explicit estimates but rather treat
them as parameters that control whether more weight is
given on the experimental data or prediction of the energy
model. If τ ≫σ the algorithm will find a solution closest
to the experimental information, while in the other case the
experimental information will be ignored and the solution will
be essentially the same as the prediction of the unperturbed
energy model. Note that the solution~ǫmin of the optimization
problem depends only on the ratioτ/σ, i.e., on the relative
accuracyof theenergymodelandmeasuredprobingdata.

Iterative adaption of the energy parameters

So far we did not specify which parametersµ of the energy
model are actually considered to be subject of perturbations.
Since typical experiments only report data on whether a
base is likely to be paired or unpaired, it is not useful to
consider base-pairs or any higher order structural elements.
We therefore concentrate on the simplest case and consider
only position-specific perturbationsǫj (Methods).

We have implemented an efficient strategy to find the
minimum of the objective function in this case (Methods).
It is based on a gradient descent algorithm. The gradient
for the objective function can be calculated analytically (see
Methods).

We first tested the algorithm on an artificial sequence
that can fold in two alternative structures. The one-
stem-structure corresponding to the ground state of the
unperturbed energy model,~ǫ=0, is energetically highly
favorable. The less stable alternative three-stem-structure is
used here as the experimentally supported structure that
our algorithm is supposed to recover. We considered the
paired/unpaired probability profile of the target structure as
perfect “experimental” data and setqi to 0.0 or 1.0 for paired
and unpaired positionsi, respectively. Accordingly, we chose
the associated varianceσ2 of ~q low and setσ2 =0.01 and
τ2 =1.0. This example is a hard test for our approach: since
the two structures have very distinct pairing profiles, major
refolding is required to correct the energy-based prediction.

We start with ~ǫ=0. Using the exact solution for the
gradient (eq.7, Methods), we observe that the algorithm
finds a minimum after about 150 iterations (Fig. 1, upper
left diagram). This minimum is confirmed by the fact that
norm of the gradient (Fig. 1, below) converges to zero and is
<0.001 after 246 iterations. The corresponding base pairing
probability matrices gradually change from the original one-
stem-structure to the alternative three-stem structure. In the
minimum, the structure is completely refolded and conforms
to the desired target structure (Fig. 1, right).

We repeated the minimization calculation starting from
five different random vectors~ǫ. All five start points lead to
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Figure 1. Iterative adaption of energy parameters. A sequence is re-folded from a single stem structure to a three stem structure.The diagram on the left shows the
minimization path of the objective function (eq.1) and the associated norm of the gradient. The algorithm was run using different versions of the gradient (exact,
approximated by numeric differentiation, approximated bysampling) and 5 different random initializations of the perturbation vector. The pair probabilities and
associated structures are shown for three points in the iteration on the right. The upper right half of the matrix shows the base-pair matrix for the target structure,
while the lower left matrix shows the matrix for the current prediction. The gray and black boxes in the margin, denote theprobability of being paired for each
position (gray: target structure, black: current prediction). The area of the boxes is proportional to the respective probability. The green/red boxes represent the
values of the current perturbation vectorǫ (normalized between 0 and 1). Red represents a negative energy contribution for an unpaired position, i.e. supports a
position to be unpaired. Green represents a positive energycontribution for an unpaired position, i.e. supports this position to form a base-pair.

the same minimum confirming that the procedure is robust
and finds consistently the same solution. To further confirm
the validity of the analytically derived gradient, we repeated

the iteration with a numerically calculated gradient∂F (~ǫ)
∂ǫi

=
F (~ǫ,ǫi+d)−F (~ǫ,ǫµ−d)

2d . Settingd=10−5, we observe that both
solutions lead to exactly the same minimization path (Fig. 1).

Efficient solutions for long sequences

The exact analytical solution of the gradient as well as the
numerical approximation scales asO(n4) with the sequence
length n (Methods). The form of the analytical solution
given in eq.7 (Methods), however, suggests that a major
speedup can be achieved if the termp[i|j] can be computed
more efficiently. This can be done by random sampling from
the thermodynamic equilibrium since an accurate estimate is

needed only when positionj is unpaired with a noticeable
probability, so that fairly small samples are sufficient. We
repeated the minimization using this approximation. Sampling
the gradient from 10,000 random structures leads to the same
minimum as the exact solution. In this particular example,
we observe a slight deviation in the minimization paths
after about 8 iterations (Fig. 1). In most other examples,
however, we observed the paths to be identical. Only when
the minimization reaches a point close to convergence, the
approximated gradient fails to further improve the objective
function. In this example, the calculation with the sampled
gradient stopped after 113 iterations with the norm of the
gradient in the order of1.

To verify that our algorithm is capable of finding the
solution also for longer sequences in reasonable time we ran
the algorithm on RNAs of different lengths. We used the
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same parameters as before and used the known secondary
structure as “target” structure. To test if the sampled gradient
gives the same solution as the exact gradient, we ran the
minimization with the exact gradient until the norm of the
gradient was<0.1 and with the sampled gradient until the
objective function could not be improved any more. Using
the sampling approach, the solution was found within seconds
for small RNAs of about 100 nucleotides like tRNAs or the
5S rRNA and within minutes for longer RNAs of about 300
nucleotides (Tab. 1). Following previous work (17, 21), the
longest sequence tested was 686 nucleotides long. Also for
this length our algorithm using the sampled gradient could find
a solution within an hour. In contrast, the exact solution took
longer than six days. The objective function was minimized by
more than 95% in all cases. Despite the extreme differences
in running time, the sampling approach led to essentially the
same rate of minimization as the exact approach.

Improved structure models using SHAPE probing data

We next demonstrate that our algorithm in the course of
minimizing the objective function actually optimizes the
secondary structure prediction. Following Deiganet al. (17),
we usedE. coli23S and 16S rRNA to benchmark the structure
models obtained by our algorithm.

First, we considered the limiting case of perfect data,
i.e., we used the paired/unpaired profile of the reference
structures (Methods) as input. In that case, the new iterative
“soft constraint” algorithm should give the same results as
the “hard” combinatorial constraints that can be applied to
classical minimum free energy folding. We ran our algorithm
with different combinations ofτ/σ and compared the results
to RNAfold without constraints and with hard constraints
(Fig. 2, A). Combinationsσ≫τ essentially ignore the external
data resulting in similar predictions as standardRNAfold.
With increasing weight on the external data (i.e.σ≪τ ) the
accuracy increases and finally converges to the same level
of RNAfold with hard constraints. This level represents the
theoretical accuracy that can be achieved by the combination
of thermodynamic folding with probing data.

We next used SHAPE data (17) to test our algorithm on real
probing data. The SHAPE signal measures local nucleotide
flexibility. The signal is generallyhigherin unpairedregions
than in paired regions (SupplementaryFig. 1, A-C). It is
importantto note,however,thatthereis nosimplerelationship
betweennucleotideflexibility andbase-pair probabilitiesand
therearesystematicdifferencesbetweenthesetwo properties
beyondstatisticalnoise(SupplementaryFig. 1, D andE). For
example,SHAPE signalshavea typical peakstructurewith
nucleotidesin the middle of a loop being usually the most
reactive.However,the probability of thesenucleotidesto be
unpairedin the thermodynamicensemblehasgenerallynot
thesamepeakshape(SupplementaryFig. 1, E). Wehavetried
various ways to map the SHAPE signal to the probability
vector qi. However, we found that converting the SHAPE
signalinto adiscretevectorwith qi={1.0,0.0} usingasimple
thresholdingapproach(Methods)gavethebestresults.

Again, we ran our algorithm with varying values of
τ/σ (Fig. 2A). We observed an improvement in prediction
accuracy over the standard RNAfold prediction with

increasing weight on the SHAPE data. However, at around
τ/σ=0.5 the improvement peaks for both the 23S and
16S rRNA, and due to the inherent noise in the SHAPE
experiment, the accuracy drops again when more weight is
given on the experimental data.

We also run RNAfold with hard constraints on the same
data. Here, the accuracy does not improve and is generally
worse than RNAfold without probing data. In contrast to
the soft constraint algorithm, a small number of inaccurate
constraints introduced by the noise in the data can almost
completely destroy the prediction in this case.

We further compared to two other methods that were used
in combination with SHAPE data before. We ran minimum
free energy prediction augmented with pseudo energies as
described in Deigan et al. (“RNAstructure+SHAPE”) (17).
We used the same parametersm and b that were found
to be optimal on exactly the same data by Deiganet al.
In addition, we also implemented the “Sample and Select”
approach described in Quarrier et al. (11). This strategy
samples a large number of random structure from the
ensemble and chooses a structure with the minimum distance
to the probing data under a simple distance metric (Methods).
Fig. 2B summarizes the results for all methods averaged
over all domains of both rRNAs. We found that all methods
except RNAfold with hard constraints lead to improved
predictions over RNAfold (and the equivalent RNAstructure
implementation) of about 15%–20%. Our soft constrained
algorithm achieves 0.70±0.08 sensitivity and 0.71±0.07
positive predictive value, while “RNAstructure+SHAPE” and
the “Sample+Select” approach achieve 0.70±0.07/0.67±0.09
and 0.67±0.07/0.65±0.08, respectively.

Recovering the ensemble of a bistable structure

So far we only considered the case that the external pairing
signal originates from a single target structure. However,RNA
molecules typically are not present in single structure butform
an ensemble in which very different structures can be present
simultaneously. This is of biological significance in particular
for riboswitches (25) and ribozymes (26, 27, 28). The signal
measured in a probing experiment, therefore, will in general be
a superposition of responses from structural alternatives. We
tested, therefore, if our algorithm can recover the base-pairing
matrix of more complex ensembles of alternative structures.
We used a sequence that served as a starting point to design
an effective thermoswitch (29). The sequence can fold into
two alternative structures (a single hairpin or a two-stem
structure). Folding withRNAfold at 37◦C predicts that both
alternatives are roughly equally probable in the ensemble (see
base-pairing matrix labeled as “target ensemble” in Fig. 3).
At low temperatures the single hairpin dominates. We asked
if we can induce the mixed ensemble at low temperature by
modifying the energy parameters using a perturbation vector.
This represents a common situation where the experimental
conditions such as temperature or salt concentration are
different in the experiment and in the thermodynamic model.

First we tried the method from Deiganet al. (17) and
set ǫi =b+mln[1+qi]. For qi we used the probability of
being unpaired in the target ensemble at 37◦ and we set
m=2.75 andb=−0.75, a combination that generally worked
well in our implementation and that is also close to the
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Figure 2. Structure prediction benchmark. (A) Prediction accuracy on 23S and 16S rRNAs as measured by the Matthews correlation coefficient (higher is better).
Our iterative algorithm was run with different combinations of τ/σ on “perfect data” based on the reference structure and real SHAPE data. In comparison, the
results of the “RNAstructure+SHAPE” from Deigan et al. (17)and “Sample+Select” from Quarrier et al. (11) are shown. As additional reference points, results
from RNAfold with hard constraints and RNAfold/RNAstructure without any additional data is shown. (B) Sensitivity and positive predictive values averaged
over all domains of the 23S and 16S rRNA are shown. For our algorithm (“RNAfold soft constraints”) we usedτ/σ=200 for perfect data andτ/σ=0.5 for the
SHAPE data.Thelattercorrespondsto theoptimumfoundfor the23SrRNA in panelA. It waschosento ensurea fair comparisonto “RNAstructure+SHAPE”
which wasalsorun with parametersthatwereoptimizedfor the23SrRNA. Error bars show 95% confidence interval of the average.
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Table 1. Optimization efficiency for RNAs of various length

Exact gradient Sampled gradient
RNA Length No. iter. Min. Rate.a Time No. iter. Min. Ratea Time
tRNA 78 15 0.99 23s 19 0.99 10s
5s rRNA 117 48 0.98 4m30s 57 0.98 49s
SRP RNA 301 104 0.98 5h8m1s 127 0.98 12m57s

23s rRNA (1)b 514 324 0.95 5d9h38m5s 104 0.94 43m55s

23s rRNA (2)b 686 136 0.96 6d22m7s 69 0.94 53m25s
Calculations were performed on six core AMD Opteron CPUs with 800 MHz
a Rate of minimization of the objective function aftern iterations:1−D1/Dn

b Two sub-domains of the 23s rRNA were used

published parameters. Using this approach, the resulting base-
pair matrix only shows one hairpin structure and not the
expected ensemble of the two alternative structures (Fig. 3A).
We also tried to systematically search for other parameter
pairsm and b but also other combinations failed to recover
the correct ensemble.Wenextusedour iterativeminimization
algorithm and set the probability of being unpairedat 37◦

as our input vector qi. Running our algorithm at 10◦ with
σ2=0.01andτ2=1.0,we couldcalculatea perturbationvector
thatgivesexactlytheexpectedresults (Fig. 3A).

This simple example highlights a major advantage of the
present approach over both hard constraints and simplistic
bonus energies: since we consider the entire Boltzmann
ensemble and model the observable experimental signal as a
superposition of contributions from the individual members
of the ensemble, we can also accommodate seemingly
conflicting data that arise from different subsets of structures
in the ensemble. The effect of our pseudo-energies is merely
to distort the relative frequencies of structures within the
ensemble.

Correlation of perturbation energies with nucleotide
modifications

Another advantage of our algorithm is that it calculates
position-specific perturbation energies that are non-zeroonly
when they are required to reconcile the experimentally
observed data with the energy model. The perturbations thus
identify regions along the sequence where the energy model
fails to accurately represent the observed data.

Chemically modified nucleotides are an important source
of inaccuracies because they are not explicitly considered
in the energy model. Such posttranscriptional modifications
are common in several classes of noncoding RNAs.
They are particularly well-studied for tRNAs (30, 31).
Generally, tRNAs fold into the functional cloverleaf structure
spontaneouslyin vitro without being modified (31). However,
there is one well-known exception to this rule. The human
mitochondrial tRNA-Lys was found to be misfolded invitro
while forming the canonical cloverleafin vivo. One particular
base methylation is sufficient to induce the correct foldingalso
in vitro (32).

Theoretically, our approach should be able to identify
nucleotides with modifications that influence their pairing
behavior. In such a situation we expect a large perturbation
energy localized at the modified nucleotide and possibly its
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Figure 5. Distribution of perturbation energies for modified and non-
modified nucleotides in tRNAs. 160 tRNAs with known modifications were
forced to fold into the canonical tRNA structure and the values of the
perturbation energies were analyzed. Non-zero perturbation energies indicate
a discrepancy between the prediction under the standard energy model and the
canonical structure.

pairing partner. We thus analyzed the behavior of the mito-
tRNA-Lys in silico. Folding withRNAfold clearly does not
result in the typical cloverleaf structure but rather yields an
extended stem structure (Fig. 4). This is consistent with the in
vitro results, which also did not show the canonical cloverleaf
structure. We ran our algorithm on the sequence and imposed
the cloverleaf structure as external constraint. The algorithm
finds a minimum after 18 iterations and leads to a refold of the
structure. The resulting perturbation vector shows two distinct
peaks strongly suggesting that the base-pair stacks between
positions 8,9 and 61,62 is the most critical for the moleculeto
fold into the correct structure. The high peak that suppresses
this base-pair stack corresponds to the methylation that also
was shownin vitro to be responsible for the refolding. It is
important to note that a simple comparison of the misfolded
prediction of the standard energy model to the reference
structure willnotgive the same information (see the difference
plot of pi of the initial prediction andqi of the reference
structure in Fig. 4). Since the molecule undergoes re-folding
the initial pi of the misfolded structure is not informative and
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Figure 3. Recovering the correct structure ensemble of a bistable structure. A sequence that folds into a one and two-stem structure with equal probabilities
at 37◦C, folds predominantly into the one-stem structure at 10◦C. Using theqi vector of the probability of being unpaired of the ensemble at 37◦C, the same
bistable ensemble is attempted to be induced at 10◦C. (A) If the perturbation vector is chosen proportional to the vector qi (ǫi =b+mln[1+qi]), the correct
solution cannot be found and the ensemble is still dominatedby the one-stem structure. (B) Using the iterative optimization algorithm a perturbation vector can
be found that recovers the bistable ensemble representing both the one-stem and two-stem structure.

only an iterative approach will identify the positions critical
for the structure change.

We further asked if there is a general correlation of
nucleotide modifications and perturbations calculated from
our algorithm. To this end, we analyzed 160 tRNAs contained
in the MODOMICS database (33) in exactly the same
way as the human mito-tRNA-Lys example above. The
MODOMICS database contains experimentally determined
nucleotide modifications of various RNAs. Again, we used the
canonical cloverleaf structure as the input of our algorithm.
We found that the absolute value of the perturbations
for modified bases (0.25 kcal/mol) is on average higher
for modified bases than those for unmodified bases (0.17
kcal/mol). The difference (Fig. 5) is significant (Mann-
Whitney testp<2×10−16) and implies that discrepancies
between the standard energy model and the canonical tRNA
structure can be partly attributed to nucleotide modifications.
However,we only found few candidateswherea nucleotide
modificationseemsto directly causea completerefold. This
confirmsthat the humanmitochondrialtRNA-Lys described
in the literature is an outstandingexampleand most other
tRNAs fold into the cloverleafshapespontaneouslywithout
modification (31).

Correlation of pseudo-energies and protein binding

RNA binding proteins are another reason that can
cause differences between experimentally observed and
thermodynamically predicted structures (34). The 5’-end of
the sodB mRNA inEscherichia coliwas found to change the
structure upon binding of Hfq (35). Hfq acts as a chaperone
and opens a region that forms a intermolecular interaction
with the small RNA RyhB. We ran our algorithm applying the
structure model proposed for the sodB mRNA by Geissmann
et al. (35). We observed high energy perturbations in the
second half of the analyzed region (Fig. 6) which corresponds
exactly to the region that shows the protein-induced structure
change.

DISCUSSION

The combination of thermodynamic folding and structure
probing experiments is currently the standard method to
establish secondary structure models. Probing experiments
have seen rapid development over the past years leading
to probing data for the complete HIV genome (18) and
pilot studies of transcriptome wide probing in yeast (9)
and mouse (10). Scaling the problem from individual
RNAs to genome-wide data is not only an experimental
challenge. The computational analysis of probing experiments
to automatically generate reliable structure models seems
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Figure 4. Perturbation energies correlate with nucleotide modifications in tRNAs. Human mitochondrial tRNA-Lys does not fold into the canonical cloverleaf
using the standard energy model (top) but can be easily re-folded with perturbations calculated by our algorithm (bottom). The highest peak (favoring single
strand formation, red) in the perturbation vector affects the same stack as the methylation of position 9 (red arrow) known to be necessary and sufficient for the
correct foldingin vitro. The lowest peak (favoring base-pairing, green) corresponds to the new base-pairing partners for the destroyed stack.Critical nucleotides
for the re-folding are boxed. The dotplot coloring and annotation scheme is the same as in Figs. 1 and 3.

equally challenging. There are many steps involved and
sophisticated methods to pre-process the data have been
developed (8, 10). Here, we addressed the last step in this
process, the actual folding step.

We proposed a novel way to incorporate experimental
constraints into classical thermodynamic folding. Hard
combinatorial constraints that have been used for long time
only make sense when a model is manually built for an
individual RNA but does not scale to automatic structure
prediction from noisy data. Therefore, we introduced a “soft
constraint” approach that is based on pseudo-energies that
favor individual positions to be paired or unpaired. We
formulated the problem using the partition function which
offers the most flexible description of the thermodynamics
properties of an RNA and allows for example to calculate
pair probabilities or study suboptimal structures (19). Since
previous pseudo-energy approaches cannot be easily applied
in that case (see section “Rationale”), we introduced a
formal framework to reconcile external constraints and
thermodynamic predictions. In this framework, pseudo-
energies have an interpretable meaning and the system shows
some important properties such as the simple fact that in
the case of experiment and thermodynamic model being in
perfect agreement no pseudo-energies are applied. However,

an iterative algorithm is required in practice to find the
optimal pseudo-energies. We derived an analytic expression
for the gradient of this optimization problem which allows for
effective minimization.

We testedour method on a SHAPE data set of rRNAs
that hasbeenusedfor benchmarkingpreviously.It provides
of approximately 4000 probed positions (17) allowing
for statistically relevant comparisons between methods.
Unfortunately,similarly sizeddatasetsarenot availablefor
otherRNAs andit remainsto be determinedhow our results
generalizeacrossvariousotherclassesof RNAs.

On the rRNA dataset, we found that our soft constraint
approach with SHAPE data clearly improves structure
prediction compared to normal thermodynamic folding.
Varying the weight of the probing data used for the prediction
identifies a maximum in accuracy, which, however, stays
well below the best value theoretically possible with perfect
data (Fig. 2).Although our algorithm performswell in this
particular benchmark,it could not clearly outperform for
example the much simpler method by Deigan et al. An
important observationis that the difference between the
observedand theoretically possible performanceis much
largerthanthedifferencesbetweenthevariousmethods.This
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suggeststhatsubstantialimprovementscannotbeachievedby
improving the folding algorithm in a genericway but rather
throughmoreefficientnoisefiltering andpre-processingof the
raw-datafrom the variousexperimentalprotocols.Although
there is a clear correlationof SHAPE reactivitiesand pair
probabilities,it is not straightforwardto find a simplemodel
to describethis relationship.TheSHAPEreactivitymeasuring
the local flexibility of a nucleotideseemsto bedependenton
thestructuralcontext,i.e. thetypeof loop(hairpin,bulge)and
the position within the loop. It is also influencedby tertiary
interactions.Systematicstudieswith differentclassesof RNAs
will benecessaryto understandthis signalandtheassociated
noise in more detail. Here, we used a simple tresholding
methodto converttheSHAPEreactivitiesinto discretestates
(pairedor unpaired)asinput for ouralgorithm.

We also studied the behavior of our algorithm on individual
examples and found that it is capable of recovering the correct
thermodynamic ensemble of a bistable RNA (29), identify
the critical positions of nucleotide modifications required for
correct in vivo folding of human mitochondrial tRNA-Lys
(32) and the region of Hfq induced structure changes in sodB
mRNA (35). These applications demonstrate the usefulness
of our “soft constrained” partition function approach beyond
pure structure prediction.

Finally, we have formulated the problem in a generic form
such that the methodology presented in this paper is not
limited to classical chemical or enzymatic probing data for
individual positions. A new experimental procedure has been
proposed that provides information on particular base-pairs
on a short model RNA by extending classical probing with
systematic mutation strategies (36). Our algorithm can be

extended to any structural element for which the probability
can be calculated from the partition function, including
specific base-pairs which would allow one to analyze also the
type of experiments presented by Kladwanget al (36).
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