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IGNSCDA: Predicting CircRNA-Disease
Associations Based on Improved Graph

Convolutional Network and Negative Sampling
Wei Lan, Yi Dong, Qingfeng Chen∗, Jin Liu, Jianxin Wang, Yi-Ping Phoebe Chen and Shirui Pan

Abstract—Accumulating evidences have shown that circRNA plays an important role in human diseases. It can be used as potential
biomarker for diagnose and treatment of disease. Although some computational methods have been proposed to predict
circRNA-disease associations, the performance still need to be improved. In this paper, we propose a new computational model based
on Improved Graph convolutional network and Negative Sampling to predict CircRNA-Disease Associations. In our method, it
constructs the heterogeneous network based on known circRNA-disease associations. Then, an improved graph convolutional network
is designed to obtain the feature vectors of circRNA and disease. Further, the multi-layer perceptron is employed to predict
circRNA-disease associations based on the feature vectors of circRNA and disease. In addition, the negative sampling method is
employed to reduce the effect of the noise samples, which selects negative samples based on circRNAs expression profile similarity
and Gaussian Interaction Profile kernel similarity. The 5-fold cross validation is utilized to evaluate the performance of the method. The
results show that IGNSCDA outperforms than other state-of-the-art methods in the prediction performance. Moreover, the case study
shows that IGNSCDA is an effective tool for predicting potential circRNA-disease associations.

Index Terms—circRNA-disease associations, graph convolutional network, circRNA similarity.

F

1 INTRODUCTION

C IRCRNA is a kind of non-coding RNA without 5 and
3 polyadenylated tails [1], [2]. It is different from linear

RNA that the circRNA is relatively stable as it can escape the
digestion of exonuclease [3]. As early as 1980s, it was found
that the circRNA widely existed in plants and eukaryotes
[4], [5]. According to the location in genome, circRNAs
are classified as four categories: exonic circRNAs, intronic
circRNAs, exonintron circRNAs and intergenic circRNAs
[6], [7]. In the past, the circRNA was viewed as the tran-
scription noise [8]. However, with the development of high-
throughput sequencing technology, it has been discovered
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that circRNAs participate in plenty biological processes such
as miRNA sponge [9], transcription of parent gene [10],
RNA binding proteins regulators [11], etc. Furthermore,
increasing studies have found that the circRNAs have a
close relationship with human diseases [12], [13], [14], [15],
[16]. For example, the deletion of cirs-7 in the brain tissue
can lead to the up-regulation of miR-7 and the down reg-
ulation of multiple mRNA targets related to Alzheimers
disease [17], [18]. In addition, it has been proved that
the hsa circ 002059 is down-regulated in plasma sample
of gastric cancer [19]. The hsa circ 001649 is prominently
down-regulated, while hsa circ 005075 is significantly up-
regulated in hepatocellular carcinoma [20], [21]. Therefore,
predicting the associations between circRNA and disease
can help biologist to understand disease pathology, and
further for diagnosis and treatment of disease.

Many circRNA-disease associations have been found by
using biological experimental methods [22], [23]. However,
it has some limitations such as time-consuming and expen-
sive [24]. In order to address problems, some computational
methods have been proposed to predict potential circRNA-
disease associations. These computational approaches are
based on the assumption that similar circRNAs tend to be
related with similar diseases [25], [26], [27]. These methods
can be divided into three categories. The first class of
methods are based on the information propagation. Lei et
al. [28] proposed a computational method (BRWSP) to pre-
dict circRNA-disease associations based on Biased Random
Walk. Specifically, they constructed a large heterogeneous
network by using associations between circRNAs, diseases
and genes. Then, the partial random walk was utilized
to search paths in the heterogeneous network. Finally, the
final circRNA-disease association scores were computed
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based on the paths. Fan et al. [29] proposed a method
(KATZHCDA) based on Katz to identify circRNA-disease
associations. Similarly, Deng et al. [30] presented the method
(KATZCPDA) to predict disease-related circRNA. Zhao et
al. [31] combined Katz with bipartite network projection
algorithm to infer potential circRNA-disease associations.
Hseyin et al. [32] presented a computational method for
circRNA-disease associations prediction by using random
walk with restart. Ding et al. [33] proposed a computational
model (RWLR) by combining random walk with restart with
logistic regression to predict circRNA-disease associations.
Similar work was developed by Lei et al. [34], they inte-
grated random walk with restart and k-Nearest Neighbor
to identify circRNA-disease associations. The second kind
of methods are based on machine learning. Li et al. [35]
proposed a computational method (SIMCCDA) to infer
circRNA-disease associations based on matrix completion.
It constructed a comprehensive matrix by integrating differ-
ent kinds of biological data. Then, the speedup inductive
matrix completion was employed to predict the affinity
scores between circRNAs and diseases. Wei et al. [36] intro-
duced a model (iCircDA-MF) based on matrix factorization
to predict circRNA-disease associations, which corrected
false negatives based on neighbors profile. Yan et al. [37]
proposed a computational method (DWNN-RLS) to pre-
dict circRNA-disease associations based on the regularized
least square method with Kronecker product kernel. In this
method, the weighted nearest neighbor method was utilized
to address the prediction problem of the new circRNA. The
third type of methods are based on deep learning. Wang et
al. [38] presented a computational framework to identify
circRNA-disease associations based on deep learning. In
this method, the convolutional neural network was used to
extract hidden features and the extreme learning machine
was utilized to predict circRNA-disease associations. Wang
et al. [39] proposed a computational model (GCNCDA) to
infer associations between circRNAs and diseases by using
graph convolutional network. These models have achieved
great successes in circRNA-disease prediction. However,
there are some limitations in these methods. Some methods
ignored the feature vectors of each layer and each node.
Furthermore, the negative samples were chosen randomly,
which may bring some noise as some negative samples may
be unlabeled positive samples. In addition, the graph con-
volutional network (GCN) adjusted the embedding vectors
of circRNAs and diseases based on their neighbor profile
information. However, the relationship information extract-
ed by GCN was limited as the sparsity of data. Therefore,
the origin GCN need to be improved to obtain the feature
vectors containing more information.

In this paper, we propose a new computation framework
(IGNSCDA) based on an Improved Graph convolutional
network and a Negative Sampling to infer Associations
between CircRNAs and Diseases. Specifically, it constructs
heterogeneous network based on known circRNA-disease
associations. Then, an improved graph convolutional net-
work is designed to obtain feature vectors of circRNAs and
diseases, respectively. Further, the multi-layer perceptron
is employed to predict circRNA-disease associations based
on the feature vectors of circRNA and disease. In order to
reduce the influence of noisy samples, a negative sampling

method is developed to select negative samples in our
model. The experimental results demonstrate IGNSCDA
outperforms than other state-of-the-art methods in terms
of 5-fold validation. In addition, the case study shows that
our model is an effective tool for predicting circRNA-disease
associations.

2 MATERIALS AND METHODS

2.1 Data Collection
The benchmark dataset of circRNA-disease association is
downloaded from CircR2Disease [40]. 612 known circRNA-
disease associations including 533 circRNAs and 89 diseases
are obtained in final. The matrix Y ∈ Rm×n is constructed
to represent associations between circRNAs and diseases,
where m and n represent the number of circRNAs and
diseases, respectively.

Yij =

{
1, if circRNA i is associated with disease j
0, otherwise

(1)

The expression profile of circRNAs is downloaded from
exoRBase database [41]. The dimension of circRNAs expres-
sion data is 90, which represents different expression levels
based on normalized RNA-seq data spanning both normal
individuals and patients with different diseases. Then, the
circRNA id in exoRBase is mapped into CircR2Disease
dataset, and 192 circRNAs expression profile is obtained in
final.

2.2 Vector Embedding
Each circRNA and disease in matrix Y is extracted and
represented by one hot encoding [42]. While the origin
vector after one-hot encoding is long and sparse [43], the
vector embedding layer is utilized for dimension reduc-
tion and feature extraction. Then, the embedding vector
of circRNA i vci ∈ Re is obtained, where e represents
the dimension of circRNA feature vector after embedding.
Similar, the embedding vector of disease j vdj ∈ Re is
obtained, where e represents the vector dimension of cir-
cRNA after embedding. In final, the embedding matrix of
circRNA V C ∈ Rm×e and embedding matrix of disease
V D ∈ Rn×e are obtained by combining the embedding
vectors of circRNAs and diseases, respectively. The forms
of two matrices are shown as follows:

V C =


vc1
vc2
vc3
· · ·
vcM

 V D =


vd1
vd2
vd3
· · ·
vdN

 (2)

2.3 Improved Graph Convolutional Network
Fig 1(a) and 1(b) show the heterogeneous network and the
tree layers structure of neighbor nodes. The adjacent associ-
ation can be divided into first-order neighbors and multiple-
order neighbors. Taking circRNA C2 as an example, the
node C2 directly links to three disease nodes (D1, D2 and
D3). These three disease nodes are first-order neighbors
of C2, which connect to four circRNA nodes (C1, C3, C4,
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Fig. 1. (a) the heterogeneous network. (b) the tree layers structure of
neighbor nodes.

C5). These circRNA nodes are the second-order neighbors
for circRNA C2. Similarly, the D4 and D5 are third-order
neighbors of C2. The origin GCN could not effective extract
the deep latent information as the sparse circRNA-disease
associations. In order to extract more neighbor information,
an improved GCN (IGCN) is designed. The detail of IGC-
N will be introduced as: information aggregation from first-
order neighbors and information aggregation from multiple-order
neighbors.

2.3.1 Information Aggregation from First-order Neigh-
bors

In the heterogeneous network, the neighbor information
contained in each connected path between circRNA and dis-
ease. The improved GCN aggregates neighbor information
in these paths. For example, the path between disease j to
circRNA i (Eji) is defined as follows:

Eji =
1

γ
(W1 · vdj +W2 · (vdj ∗ vci)) (3)

γ =
√
|Nc| |Nd| (4)

where W1 ∈ Re′×e and W2 ∈ Re′×e denote two weight
matrices which can be adjusted in IGCN during training
process. e′ denotes transformation size. Nc and Nd represent
one-order neighbors of circRNAs and diseases, respectively.
The symbols · and ∗ represent the matrix multiplication and
elements-wise product, respectively. It is different from ori-
gin graph convolutional network that an extra term: vdj∗vci
is added in our model. The origin GCN only depends on the
contribution of vdj , which is not enough due to the sparse
association dataset. Here, the added term considers more
neighbor information between vdj and vci. Therefore, the
improved GCN can improve the prediction performance.

In each embedding propagation layer, in addition to
the information transmitted from disease to circRNA, it
also takes the influence of circRNAs embedding vector into
account:

Eii = W1 · vci (5)

After adjusted by first layer of IGCN, the circRNAs embed-
ding vectors aggregated all first-order neighbors of circR-
NA, which is defined as follow:

E
(1)
i = LeakyReLU

Eii +
∑
j∈Nc

Eji

 (6)

where E
(1)
i denotes refined embedding vector of circRNA

through the first propagation layer of IGCN. Similarly, the
refined embedding vector of disease E

(1)
j is defined as

follow:

E
(1)
j = LeakyReLU

Ejj +
∑
i∈Nd

Eij

 (7)

Eij =
1

γ
(W1 · vci +W2 · (vci ∗ vdj)) (8)

Ejj = W1 · vdj (9)

2.3.2 Information Aggregation from Multiple-order
Neighbors
After adjusted by first-layer of IGCN, the first-order neigh-
bor information of circRNAs and diseases are obtained.
Then, multiple layers of IGCN are stacked to explore deep
neighbor information in the heterogeneous network. This
deep neighbor information is crucial to explore the latent
associations between circRNAs and diseases.

The embedding vectors of circRNAs and diseases obtain
the neighbor information by stacking l-th layers of IGCN.
As showed by Fig 1b, the multiple-order embedding vector
is defined as follows:

E
(l)
i = LeakyReLU

E
(l)
ii +

∑
j∈Nc

E
(l)
ji

 (10)

where E
(l)
ii and E

(l)
ji represent neighbor information prop-

agated among l-th layer in IGCN, which are defined as
follows:

E
(l)
ji =

1

γ

(
W

(l)
1 · E(l−1)

j +W
(l)
2 ·

(
E

(l−1)
j ∗ E(l−1)

i

))
(11)

E
(l)
ii = W

(l)
1 E

(l−1)
i (12)

where W
(l)
1 and W

(l)
2 ∈ Rdl×dl−1 are the weighted matrices

that can transform the embedding vector size in the training
process. dl denotes the transformation size in l-th layer.

In final, the l-th layer of embedding vector is defined as
follow:

E(l) = LeakyReLU ((L+ I) · E(l−1) ·W (l)
1

+L · E(l−1) ∗ E(l−1) ·W (l)
2 )

(13)

L = D− 1
2AD− 1

2 (14)

A =

[
0 Y
Y T 0

]
(15)
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where 0 represents all-zeros matrix. D denotes a diagonal
matrix that adds up the values of each row in Y . E(l) de-
notes circRNAs and diseases embedding vectors after pass-
ing through l-th layer of IGCN. I denotes identity matrix.
E(0) denotes the matrix consisting of the initial embedding
matrices of circRNA and disease which is defined as follows:

E(0) =

[
V C
V D

]
(16)

2.4 Prediction and Optimization

2.4.1 Multi-layer Perceptron

After adjusted by the propagation layers of IGCN, the fea-
ture vectors of circRNA and disease are connected. Then, the
multi-layer perceptron (MLP) is utilized to predict circRNA-
disease associations. The structure of MLP is designed by
optimizing the best one among repeated experiments, which
is defined as:

ŷij = W lσl
(
W l−1σl−1

(
· · ·
(
W 2σ

(
W 1E + b1

)
+b2

)
· · ·
)
+ bl−1

)
+ bl

(17)

where W l and bl represent the weight matrix and bias vector
in l-th layer, respectively. σl represents the activation func-
tion of l-th layer. E denotes the concatenated embedding
vector of circRNA i and disease j in l-th layer. In here, the
ReLU function is selected to avoid the oversaturation [44].
In order to limit the output of the model in range of 0 to
1, the sigmoid function is used as activation function of the
final layer.

2.4.2 Loss Function

In order to make the prediction scores of positive samples
higher than that of negative samples [45], the loss function
is defined as follows:

Loss =
∑

(i,j)∈P

(i′,j′)∈N

− ln sigmoid (ŷij − ŷi′j′) + λ∥α∥22 (18)

where P and N denote positive samples and negative
samples, respectively. α denotes all trainable parameters
inlucding W l

1, W l
2 and W l. λ is used to control the regular-

ization strength to avoid overfitting. The Adam optimizer is
utilized to update the parameter of the model.

2.5 Negative Sampling Method

The selection of negative samples may influence the predic-
tion performance of the model as negative samples contain
a lot of unlabeled samples. Based on the hypothesis that the
similar circRNAs tend to associate with similar diseases, a
negative sampling method is employed to overcome this
limitation. First, two kinds of circRNAs similarities are
calculated based on the known circRNA-disease associa-
tions and circRNA expression profile. Then, two kinds of
similarities are integrated to enhance the reliability of final
similarity. Further, the negative samples are selected based
on the final similarity.

2.5.1 CircRNA Gaussian Interaction Profile Kernel Sim-
ilarity
The Gaussian interaction profile (GIP) kernel function is
used to compute circRNA similarity based on the known
association matrix Y . The binary vector c(i) represents the
interaction profiles of circRNA i, which is the i-th row vector
of matrix Y . Thus, the Gaussian interaction profile kernel
similarity for circRNAs can be calculated as follows:

GIP circ (i, j) = exp
(
−θc∥c(i)− c(j)∥2

)
(19)

θc = 1/

(
1

m

m∑
i=1

∥c(i)∥2
)

(20)

where θc is the width parameter of the kernel.

2.5.2 CircRNA Expression Profile Similarity
Considering that some circRNAs are only related with one
disease, the GIP similarity of circRNA is sensitive to known
circRNA-disease associations. The circRNAs expression pro-
file similarity is calculated by using Pearson correlation
coefficient. Given two circRNAs i and j, the expression
profiles of two circRNAs are represented by circexp(i) =
(α1, α2, · · · , αN ) and circexp(j) = (β1, β2, · · · , βN ), respec-
tively. The expression profile similarity between circRNAs i
and j is defined as follows:

EX circ(i, j) =

∑N
p=1 (αp − ᾱ)

(
βp − β̄

)√∑N
p=1 (αp − ᾱ)

2∑N
p=1

(
βp − β̄

)2 (21)

where αp and βp denote the expression value of circRNA
i and j, respectively. N represents the total number of
dimensions in expression profile.

2.5.3 Similarity Fusion for CircRNAs
In order to enhance the reliability of circRNA similrity, the
GIP similarity and expression similarity are integrated to
obtain the final circRNA similarity. It is defined as follows:

CircSim(i, j) =

{
GIP circ(i, j), if c(i) and c(j) ̸= 0
EX circ (i, j) , if c(i) or c(j)=0

(22)
It means that if circRNA i or circRNA j are not related with
any diseases, the circRNA expression profile similarity will
be used instead of GIP similarity.

2.5.4 Negative Sampling Method
Since the value 0 in matrix Y represents that the associa-
tions remain to be validated by experiment, the association
matrix Y contains lots of unknown associations between
circRNAs and diseases. Therefore, it is necessary to select
some negative samples for training. While it may bring
noise data if we choose negative samples randomly. Then,
based on the hypothesis that the similar circRNA tend to
be associated with the similar diseases, a new negative
sampling method is developed based on circRNA similarity.
Specifically, the similarity matrix is constructed based on
the fusion similarity of circRNAs. Then, the top-k most
similar circRNAs are selected based on similarity matrix.
The similar circRNAs related diseases will not be chosen
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Fig. 2. The architecture of IGNSCDA

as the negative samples. For example, given circRNA i is
related with disease j. Then, the top-k circRNAs of circRNA
i are selected as a set: Sc = {c1, c2, · · · , ck}. Further, the
related diseases of all circRNAs in Sc are chosen as a set:
Sd = {d1, d2, · · · , dh}, where h denotes the number of
related diseases. When choosing the negative samples for
training, the disease in Sd will not be chosen.

The whole architecture of IGNSCDA is shown in Fig
2, which includes three main part: embedding part, IGCN
part and negative sampling part. First, all known associa-
tion data and circRNA expression profile are downloaded
in circR2Disease dataset [40] and exoRBase [41] database,
respectively. Then, after processed in embedding part, all
vectors of circRNAs and diseases are inputted into IGCN
part. Adjusted by multiple IGCN layers, the embedding
vectors of circRNAs and diseases contain neighbor informa-
tion. Further, the multi-layer perceptron is used to predict
circRNA-disease associations based on the feature vectors.
In addition, after adjusted by negative sampling part, the
effect brought by false negative samples is reduced.

3 EXPERIMENTS AND RESULTS

3.1 Evaluation Metrics
In order to evaluate the performance, the 5-fold cross valida-
tion is conducted in the experiment [46]. In the 5-fold cross
validation, all samples are divided into five subsets and each
subset is removed in turn as test samples, while the rest
sets are regarded as training samples for model learning.
Then, the scores of unknown samples and test samples are
predicted and sorted in descending order. The true positive
rate (TPR) and false positive rate (FPR) are calculated and
the ROC curve is plotted by varying rank thresholds. The

area under the curve (AUC) is computed to evaluate the
performance of model. The higher AUC value is, the better
this model is. In addition, we also compute accuracy (Acc),
recall (Rec), precision (Pre), F1-score (F1) as the evaluation
criterion. The definitions of evaluation criteria are listed as
follows:

FPR =
FP

FP + TN
(23)

TPR =
TP

TP + FN
(24)

Acc =
TP + TN

TP + TN + FP + FN
(25)

Rec =
TP

TP + FN
(26)

Pre =
TP

TP + FP
(27)

F1 =
2TP

2TP + FP + FN
(28)

where TP indicates the number of true positive samples.
FP indicates the number of false positive samples. TN in-
dicates the number of true negative samples. FN indicates
the number of false negative samples.

3.2 Five-fold Cross Validation
In order to validate the effectiveness of our model, we com-
pared IGNSCDA with other four state-of-the-art methods
(DWNN-RLS [37], KATZHCDA [29], RWR [32], GCNCDA
[39]). As shown in Fig 3, IGNSCDA achieves AUC of 0.8291
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Fig. 3. The performance comparison of IGNSCDA, RWR, KATZHCDA,
GCNCDA and DWNN-RLS in term of AUC value based on 5-fold cross
validation

TABLE 1
The performance of five models based on 5-fold cross validation

Methods Acc Rec Pre F1
IGNSCDA 0.4958 0.8310 0.0057 0.0111

DWNN-RLS 0.4953 0.7412 0.0042 0.0083
KATZHCDA 0.4956 0.7902 0.0057 0.0111

GCNCDA 0.4954 0.7530 0.0044 0.0086
RWR 0.4956 0.8075 0.0055 0.0103

TABLE 2
The effect of parameters (epoch and negative samples) on model

performance

Epoch/Neg 10 15 20 25 30
100 0.6881 0.6997 0.7028 0.7162 0.7359
150 0.7246 0.7532 0.7649 0.7884 0.7745
200 0.7857 0.8029 0.8097 0.8085 0.7988
250 0.8092 0.8127 0.8291 0.8128 0.8104
300 0.8031 0.8010 0.8223 0.8115 0.8009

in the 5-fold cross validation, which is better than other four
methods (DWNN-RLS: 0.7383, GCNCDA: 0.7501, KATZHC-
DA: 0.7879, RWR: 0.8054). In addition, other experiments
results (Accuracy, Recall, Precision, F1) are listed in Table 1.
The IGNSCDA achieves 0.4958 in accuracy, 0.8310 in Recall,
0.0057 in Precision, 0.0111 in F1-value. The result shows our
model outperforms other four state-of-the-art approaches.

3.3 The effect of Propagation method in IGCN
In order to verify how the propagating method of IGCN
effect the prediction performance, we remove the element
wise product representation of Equation 3 and set it as
origin GCN model named origin-GNSCDA. In addition, we
remove IGCN part only leaving the multi-layer perceptron
part and set it as the variant model named MLPCDA.
Then, we compare IGNSCDA with origin-GNSCDA and
MLPCDA. The results are shown in Fig 4, we have following
findings:

• The origin-GNSCDA outperforms than MLPCDA,
which illustrates that GCN could extract the latent features
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Fig. 4. The performance comparison of IGNSCDA, origin-GNSCDA and
MLPCDA in term of AUC value based on 5-fold cross validation
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Fig. 5. The AUC value of the parameter k

of circRNAs and diseases in the heterogeneous network and
achieve the base promising performance.

• IGNSCDA is superior to origin-GNSCDA and
MLPCDA, which demonstrates the element-wise product
(vdj ∗ vci) could obtain more neighbor information of cir-
cRNAs and diseases into the model than other variants .

3.4 Parameters Setting
For IGCN part, the Xavier initializer [47] is used to initialize
the model parameters and the Adam [48] is used to train
model for 250 epochs. The learning rate is set as 0.001 and
L2 normalization is set as 0.0001. The ratio of node dropout
is set as 0.1. In addition, it is shown in Fig 5 that the whole
performance will be best when the parameter top k is set
as 10, which means top-10 most similar circRNAs related
disease will not be selected as the negative samples. Further,
the most important two parameters in GCN are the num-
ber of embedding propagation layers and the embedding
dimension of GCN. In order to analyze the effect of the
number of embedding propagation layers, we test different
propagation layers from 1 to 3. The result is shown in Fig 6.
It can be concluded that one layer is enough for this dataset
and too many layers may bring new noise. In addition, we
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also test the effect of different dimensions of embedding
vector. It can be found from Fig 7 that the result is the best
when the dimension of embedding vector is set to 32.

In MLP, we design a four-layers structure (256-128-64-1).
In order to test the effect of the number of negative samples
and training epochs, we change the number of negative
samples and training epochs from 10 to 30 and 100 to 300,
respectively. The result is shown in Fig 8 and the detail result
is listed in table 2. It can be observed that the performance is
the best when the number of negative samples and training
epochs are set to 20 and 250, respectively.
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Fig. 6. Average AUC value on different number of propagation layers in
IGNSCDA
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Fig. 7. Average AUC value on different dimensions of feature vectors in
IGNSCDA

3.5 Case Study
To further verify the predictive ability of IGNSCDA, we
implement the case study on bladder cancer. Bladder cancer
is a very common disease and associated with substantial
morbidity and mortality [49]. Therefore, identifying circR-
NAs related with bladder cancer may contribute to diag-
nose and treatment. Specifically, we first train the proposed
model using all known associations. Then, the unknown
interactions are predicted by trained model. The top-10
predicted circRNA of bladder are listed in Table 3.

Fig. 8. The influence of parameters (epoch and negative samples) on
IGNSCDA

TABLE 3
The top 10 predicted results of bladder-related circRNAs based on

IGNSCDA

Rank CircRNA Evidence
1 Mmu circ 0000254 Unknown
2 CircSLC8A1-1 PMID:31228937
3 Hsa circ 0037911 Unknown
4 Hsa circ 0002161 Unknown
5 Circ-ZKSCAN1 PMID:33046073
6 Hsa circ 0067531 Unknown
7 CircZNF139 PMID:32454461
8 Hsa circ 0001073 PMID:31101108
9 Hsa circ 0000144 PMID:30098434
10 Hsa circ 0051239 Unknown

There are 5 of top 10 predicted candidate cir-
cRNAs (CircSLC8A1-1, Circ-ZKSCAN1, CircZNF139, H-
sa circ 0001073, Hsa circ 0000144) that have been con-
firmed to be associated with bladder cancer by recent stud-
ies. Recent study has shown that CircSLC8A1-1 ranked at
top 2 is associated with pathological stage and histological
grade of bladder cancer [50]. The evidence proves that Circ-
ZKSCAN1 ranked at top 5 can suppress the progression
of bladder cancer through miR-1178-3p/p21 axis [51]. It
has been demonstrated that the CircZNF139 ranked at top
7 promotes cell proliferation, migration and invasion of
bladder cancer [52]. The hsa circ 0001073 ranked at top 8
has been proved that it is a tumor suppressor to inhabit
proliferation and metastasis of bladder cancer cell [53]. It
has been proved that hsa circ 0000144 ranked at top 9 exerts
oncogenic roles in bladder cancer through suppressing miR-
217 to facilitate RUNX2 expression [54]. Although, some
unknown associations are not supported by the literature,
it deserves biologists to further validate it by using experi-
mental methods.

4 CONCLUSION

Increasing evidences have been shown that circRNAs have
close associations with many diseases [55]. In this paper,
we propose a computational model (IGNSCDA) to predict
associations between circRNAs and diseases. Firstly, the het-
erogeneous network is constructed based on the association
data. Then, the improved graph convolutional network is
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designed to obtain the feature vectors of circRNAs and dis-
eases. Further, the multi-layer perceptron is used to predict
latent associations based on the feature vectors of circRNAs
and diseases. In addition, a negative sampling method is
designed to reduce the effect of unlabeled positive samples
based on the similarity of circRNA. In order to verify the
effectiveness of our model, we compare IGNSCDA with
other four state-of-the-art methods (DWNN-RLS, RWR,
KATZHCDA, GCNCDA). The results demonstrate that our
model is effective to predict circRNA-disease associations.
In future research, we will integrate more different kinds
of biological data to improve the prediction performance
and explore more methods that can extract latent features
containing more neighbor information in the field of graph
neural network [56], [57], [58].
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