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$$
\text { if } P(\mathrm{~A})=P(\mathrm{~T})=0.2 \text { and } P(\mathrm{C})=P(\mathrm{G})=0.3
$$

$$
\text { then } P(S)=\ldots
$$
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Problem: we don't know the positions of the motif
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Concepts:
■ observed and hidden data

- iteration of

1 E-step
2 M-step

## Expectation value

if we know:
■ all outcomes $x_{i}$ of a discrete random variable $X$

- the probability $P\left(x_{i}\right)$ of each outcomes
the expectation value of $X$ is defined as
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Example: rolling a dice
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## M-step

- maximizes the expected value $E\left[P\left(S, h \mid \theta_{P F M}, \theta_{S}\right)\right]$ over the model parameters of $\theta_{P F M}$ and $\theta_{S}$
■ see example...

